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Eight years after the European Union adopted the General 
Data Protection Act (GDPR),1 it passed additional legislation 
designed to address the meteoric and transformative rise of 
artificial intelligence. On March 13, 2024, the European Par-
liament adopted the Artificial Intelligence Act (“AI Act”).2 The 
AI Act seeks “to protect fundamental rights, democracy, the 
rule of law and environmental sustainability from high-risk AI,” 
as well as to encourage innovation and establish Europe as a 
leader in AI technology.3 

The AI Act followed a flurry of legislations enacted by the 
European Union in the last decade. These legislations include 
the GDPR, the Data Act, Data Governance Act, the Digital Mar-
kets Act. Together, these legislations regulate the collection, 
retention, and use of data involving the E.U. or E.U. subjects.

	*  Editor-in-Chief, Journal of Law & Business, 2023-2024; J.D., New York 
University School of Law, 2024; B.S., Duke University, 2019.
	 1.	 Press Release, Eur. Parliament, Data Protection Reform—Parliament  
Approves New Rules Fit for the Digital Era (Apr. 14, 2016), https://
www.europarl.eropa.eu/news/en/press-room/20160407IPR21776/data-
protection-reform-parliament-approves-new-rules-fit-for-the-digital-era?quizB
aseUrl=https%3A%2F%2Fquizweb. europarl.europa.eu. 
	 2.	 Press Release, Eur. Parl., Artificial Intelligence Act: MEPs Adopt 
Landmark Law (Mar. 13, 2024), https://www.europarl.europa.eu/news/en/
press-room/20240308IPR19015/artificial-intelligence-act-meps-adopt-land-
mark-law. 
	 3.	 Id. 
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The AI Act entered into force on August 1, 2024 and will 
become generally applicable by August 2, 2026.4 Its scope is 
sweeping. Not only does the AI Act impart detailed obligations 
on data providers and end users regarding permissible uses of 
artificial intelligence and machine learning models, but it also 
imposes extraordinarily heavy fines.5 How private actors nav-
igate the AI Act, and how Brussels responds in turn, will be 
of paramount importance to Washington and London as they 
continue to craft their own national artificial intelligence and 
data protection legislation. Indeed, all eyes are on Europe. 

In recognition of the importance, complexity, and timeli-
ness of artificial intelligence legislation, The Journal of Law & 
Business interviewed five leading E.U. policymakers and prac-
titioners to gather their thoughts on the AI Act and related 
legislation. 

Peter Ide-Kostic, a veteran E.U. policymaker of more than 
two decades, begins the conversation. He served as an Admin-
istrator in the AI in the Digital Age (AIDA) special committee, 
the organ that crafted the AI Act. In his remarks, Mr. Ide-Kostic 
reveals the political process by which the AIDA committee 
came about, including the selection of the committee members 
and the concerns of the committee during the drafting pro-
cess. By illuminating the politics that brought about the AI Act,  
Mr. Ide-Kostic provides us with important context for making 
sense of this sweeping legislation. 

Dragos Tudorache, chair of the AIDA committee and one 
of the two chief negotiators of the AI Act, continues the con-
versation by detailing the negotiations process with different 
industry stakeholders. In his remarks, Mr. Tudorache discusses 
several important points, including (1) the adoption of the risk-
based analytical approach, (2) the delivery of standards (and 
the decision to depart from the approach taken in the GDPR), 
and (3) the imposition of obligations on data providers and 
end users. Mr. Tudorache also previews the implementation 
and enforcement process scheduled to occur over the next two 

	 4.	 Press Release, Eur. Comm’n, European Artificial Intelligence Act 
Comes Into Force (Aug. 1, 2024), https://europa.eu/newsroom/ecpc-
failover/pdf/ip-24-4123_e n.pdf. 
	 5.	 Art. 99: Penalties, Ch. XII, EU Artificial Intelligence Act (“Non-
compliance with the prohibition of the AI practices referred to in Article 5  
shall be subject to administrative fines of up to 35 000 000 EUR or, if the 
offender is an undertaking, up to 7 % of its total worldwide annual turnover 
for the preceding financial year, whichever is higher.”).
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years, as well as the E.U.’s coordination with legislative efforts 
by American policymakers. 

Jérôme Phillipe, of Freshfields, shifts the conversation 
from the perspective of a policymaker to a seasoned practi-
tioner. Mr. Phillipe believes that the AI Act, while extremely 
structured, is too cumbersome and, in many ways, premature. 
In his remarks, Mr. Phillipe notes that industry clients face sig-
nificant uncertainties with respect to the AI Act’s risk-based 
approach. He posits that in all likelihood, no one would be able 
to fully comply with the extensive requirements set forth by the 
AI Act. In addition, Mr. Phillipe comments on the regulatory 
hurdles faced by companies and points out the wide-reaching 
implications of the AI Act, particularly its impact on an entity’s 
commercial policy. 

Nick Wolfe, of Skadden, predicts that the AI Act will usher 
in a new wave of antitrust enforcement actions. In his remarks, 
Mr. Wolfe traces the evolution of EU and UK enforcement efforts 
from 2000 to the eve of the AI Act, providing the historical foun-
dation from which the AI Act emerged. In addition, he attributes 
the rise of generative AI as a driver of technological uncertainty, 
positing that it is one of the main reasons why regulators are 
requesting companies for more information on transactions.

Lauren Cuyvers and Toni Pitesa, of Sidley Austin, focus on 
the relationship between technology, regulation, and innova-
tion. As a threshold matter, they acknowledge the reality that 
AI regulation will almost always be behind the technology. In 
their remarks, they examine the regulatory challenges around 
maintaining the datasets necessary to train artificial intelligence 
models. They also examine the AI Act’s potential anticompeti-
tive effects due to the burden of compliance placed on startups. 
They acknowledge the difficulties of proactively addressing reg-
ulatory challenges posed by novel technologies, and advocate 
for reliance on traditional legal frameworks as a north light for 
ex ante guidance. 

The five interviews offer a broad spectrum of perspectives 
on the AI Act from a diverse group of individuals. As the Jour-
nal celebrates our 20th anniversary this year, we are fortunate 
to have these leading policymakers and practitioners share 
their insights into the AI Act. Their remarks deliver valuable 
guidance on how businesses—from the largest companies to 
the earliest startups—should think about and navigate the reg-
ulatory uncertainty surrounding artificial intelligence in the 
twenty-first century. 
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DEVELOPING THE EU ARTIFICIAL  
INTELLIGENCE ACT

Peter Ide-Kostic*

A.  The Birth of the AI Act
In response to the urgency underscored by the President 

of the European Commission, Ms. Ursula von der Leyen, who 
committed to prioritizing AI legislation within her first 100 days 
after her appointment following the EU elections in May 2019, 
the European Parliament began actively preparing for future 
AI legislation to be introduced by the European Commission. 
This initiative aligned with the European Commission’s publica-
tion of the “White Paper on Artificial Intelligence: A European 
approach to excellence and trust” on February 19, 2020.

To facilitate this, the European Parliament formed the 
Special Committee on Artificial Intelligence in a Digital Age 
(AIDA), which started its work in September 2020. The com-
mittee’s activities, centered on conducting parliamentary 

	*	 Peter Ide-Kostic is an Administrator in the European Union Parlia-
ment’s Office of the Secretariat for the Internal Market and Consumer Pro-
tection Committee. Prior to rejoining the Office of the Secretariat, he was a 
visiting scholar at the Center for Commerce and Diplomacy at the University 
of California San Diego, where he focused on AI law-making in a complex 
global context. Peter’s extensive work both on various Artificial Intelligence 
Committees including the Special Committee for Artificial Intelligence in a 
Digital Age has provided him ample opportunity to study observe and sup-
port the regulatory process as it related to Artificial Intelligence. Peter also 
worked in 2019 and 2020 for the Secretariat of the Civil Liberties, Justice and 
Home Affairs Committee of the European Parliament and covered their AI 
works during that period as well. Disclaimer: The views expressed are his own 
and do not represent the European Parliament or other EU institutions. 
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research, facilitating expert hearings, and engaging with var-
ious stakeholders, culminated in delivering a comprehensive 
report in December 2021, adopted in the Plenary session of the 
European Parliament in March 2022.

Concurrently, the European Commission launched a pub-
lic consultation phase from February 19, 2020, to June 14, 2020. 
The insights gathered during this period informed the drafting 
of the AI Act, which the Commission published in April 2021. 
However, legislative work by the European Parliament did not 
commence at that time, as the AIDA Committee’s efforts were 
still ongoing.

By the end of 2021, the groundwork laid by the AIDA 
Committee had significantly advanced, effectively support-
ing the legislative process on the AI Act. This progress led 
to the appointment of two co-rapporteurs on the AI Act in 
early 2022: Mr. Dragos, Tudorache (Renew political group, 
Romania) for the Civil Liberties, Justice, and Home Affairs 
(LIBE) Committee, and Mr. Brando Benifei (Political group 
S&D, Italy) for the Internal Market and Consumer Protection 
(IMCO) Committee. 

On 11 May 2023, following the introduction of thousands 
of amendments by the seven political groups of the European 
Parliament, the IMCO and LIBE Committees co-adopted the 
proposal to amend the draft AI Act. The European Parliament 
then adopted the report one month later on 14 June 2023 
during its plenary session.

Given the wide scope of the AI Act, balancing the core 
interests of both industry and fundamental rights protectors 
presented significant challenges, often due to conflicting prior-
ities. Recognizing the importance of balanced representation, 
the political groups selected members with diverse political 
backgrounds but with significant experience from their work 
in the AIDA Committee. This strategic selection included  
Mr. Tudorache from the center-right Renew group for the LIBE 
Committee, which is competent on fundamental rights (a topic 
more often associated with the left), and Mr. Benifei from the 
left-center Socialist group for the IMCO Committee, which con-
centrates on market development, consumer protection, and 
innovation (topics more often associated with the right). Their 
combined experiences and political sensibilities ensured a leg-
islative proposal that was amenable to all stakeholders involved.

Additionally, other Committees such as Legal Affairs  
(JURI), Culture and Education (CULT), and Industry, Research, 
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and Energy (ITRE) were also involved in the legislative process 
of amending the AI Act, though their participation was limited 
to areas within their specific competencies.

B. � Shifting the Paradigm: The Rise of General-Purpose 
Artificial Intelligence Models
Up to November 2022, the European Parliament focused 

on the concept of AI systems operating within the common mar-
ket. However, AI models and their training methods remained 
unregulated. The introduction of ChatGPT and the rise of foun-
dation models—a term initially coined by Stanford and later 
rebranded as General-Purpose AI models—highlighted a signif-
icant oversight. These developments indicated that legislation 
limited to AI systems could not adequately protect fundamental 
rights or sustain healthy innovation and competition.

It is noteworthy that neither the European Commission’s 
draft AI Act from April 2021 nor the European Parliament’s 
AIDA report from March 2022 addressed General Purpose AI 
models. The need to regulate them became evident during the 
legislative amendments of the AI Act made by the European 
Parliament between January 2022 and May 2023.

The widespread impact of ChatGPT in November 2022 is, 
in fact, the main factor that underscored the need to regulate 
highly capable General-Purpose AI models due to their poten-
tial systemic risks for the EU internal market.

This realization is the main reason that led to an extension 
of the legislative process in the European Parliament, with the 
amended AI Act not being finalized until June 2023.

C.  Trilogue to Adoption
The added complexity and additional policy challenges 

posed by the legislation of General-Purpose AI models (GPAIs) 
are key factors that complicated the final phase of the EU 
legislative process, along with the provisions related to law 
enforcement and national security.

During the final phase of the legislative process, a proce-
dure known as “Trilogue” took place between July 2023 and 
December 2023. During this period, the European Parlia-
ment and the European Council confronted their respective 
amended versions of the AI Act. With the support of the Euro-
pean Commission, which initially drafted the text in April 2021, 
the two institutions reached the final compromised version of 
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the text that is expected to become law in mid-2024 at the time 
of writing this article.1

The wide range of stakeholders involved made negotia-
tions often extremely difficult. The negotiations were led by 
the two co-rapporteurs, Mr. Tudorache and Mr. Benifei, from 
the European Parliament side, and on the Council side by 
Ms. Carme Artigas of the Spanish government, which held the 
rotating presidency of the EU Council until the end of 2023. 
These negotiations culminated over an almost uninterrupted 
three-day period on December 6, 7, and 8, ending with clear 
political agreements on all sensitive areas of the text.

Convincing large western EU member states fell to the EU 
Council, primarily represented by Carme Artigas of Spain. Her 
efforts to bring France and Germany to the table were instru-
mental in reaching a final agreement. Another concern was 
industry stakeholders, particularly small and medium enter-
prises (SMEs) and AI startups that contributed to the release 
of free open-source AI models (such as Mistral and AlphaDev 
in the EU). There were fears that over-regulation could disad-
vantage smaller companies vis-à-vis larger ones, as well as EU 
companies compared to US counterparts in some markets.

Concerns about IP protection and competition were also 
raised, alongside the protection of core fundamental rights. 
The final 36 hours of these negotiations were extremely dif-
ficult, but late on the night of December 8th, an agreement 
between the three bodies was reached on all sensitive areas of 
the legislation.

On February 13, 2024, the LIBE and IMCO committees 
approved the text of the act, followed by the Parliament adopt-
ing the act on March 13th. The lengthy task of reconciling 
the final language in the document then began. The nature 
of the EU means this is a particularly long task involving law-
yer-linguists in all official languages of the EU and all Member 
States. Differences in language, compounded by differences in 
context and meaning, complicate translations and sometimes 
result in the need to consult at the political level to ensure that 
the translated text correctly reflects the intent of the legislator 
in all languages.

	 1.	 This version of text became applicable law on 1 August 2024.
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Linguistic agreement from all member states was reached 
during March 2024 and formally endorsed on 18 April 2024 by 
the European Parliament.

At the time of writing this article, the text is expected to 
be endorsed by the European Council during May 2024 and to 
become law in June 2024. Twenty days after publication in the 
Official Journal of the EU, the AI Act will come into effect, and 
implementation will begin.2 

	 2.	 The European Council adopted the text on 14 June 2024, shortly after 
the European elections held from 6-9 June 2024, and it was published in the 
Official Journal of the European Union on 12 July 2024. Finally, the AI Act 
came into effect on 1 August 2024, with its implementation beginning imme-
diately thereafter.
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Scott Patterson:
Thank you for joining us today Mr. Tudorache to discuss 

the EU’s AI Act. Diving right in, can you speak to the nego-
tiations between the committees involved in crafting the AI 
act? Specifically, the points of emphasis for each party, sticking 
points, and common themes of agreement.

Dragos, Tudorache:
I think what was one of the many things that was special 

about this AI Act, because there were many things that were 
somewhat out of the ordinary even for European Standards, 
was that we’ve had a record number of committees that were 
part of this set up at Parliament level. So traditionally you have 
one committee that’s responsible for negotiation with one lead 
negotiator, one lead rapporteur, for one legislative file; while 
in this case we had two leading committees. The one on civil  

	*  Dragos, Tudorache is a Member of the European Parliament and Vice-
President of the Renew Europe Group. He is the LIBE rapporteur on the AI 
Act, and he sits on the Committee on Foreign Affairs (AFER), the Committee 
on Civil Liberties, Justice and Home Affairs (LIBE), the Committee of Inquiry 
to investigate the use of Pegasus equivalent surveillance spyware (PEGA), 
the Subcommittee on Security and Defense (SEDE), and the European 
Parliament’s Delegation for relations with the United States (D-US). He was 
the Chair of the Special Committee on Artificial Intelligence in the Digital Age 
(AIDA). Disclaimer: The views expressed are his own and do not represent 
the European Commission or other EU institutions.
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liberties1 and the one on the internal market2, and plus a pleth-
ora of other committees that had bits and pieces of competence 
for different parts of the text which of course made the prepara-
tion and negotiations both inside of Parliament and then with 
the council even more difficult, more complex, because then 
inside each of these committees you have all of the political 
groups, each of them carrying the flavor of that respective com-
mittee and the priorities of that respective committee. And that 
made for a very complex multi-layered negotiation and that’s 
why it also took a bit longer than usual. In terms of sticking 
points, it is difficult to categorize which were more problematic 
than others but very quickly we have zeroed in on definitions, 
which from the beginning we wanted to get right, understand-
ing how important they will be for putting the right framework 
around what we wanted to be part of the scope of the regulation 
and what we did not want to make part of the regulation. Then 
also, with the ambition to keep these definitions as aligned as 
possible with what was happening in other fora and with other 
jurisdictions out there, we aimed to align with the definitions of 
the OECD, and the definitions also on the US side. We also dis-
cussed with the National Institute for Science and Technology 
(NIST) as we wanted to make sure that these definitions will be 
aligned as much as possible to help for the global conversation, 
the global convergence that we knew we would need to strive 
to achieve. 

Then there was a very long and complex discussion on how 
to define the governance around high risks. We knew that we 
would have a list of contexts of AI applications that we would 
be labeling as high risk, but how exactly to calibrate the norms, 
whether it would be for all applications that would be developed 
in that particular context, or if only for part of them, how do 
you define the thresholds for those that would be entering the 
scope and those that would be outside the scope? And eventu-
ally we ended up with a number of criteria to determine what 
represents a significant risk and therefore can see as the need 
for conformity. Additionally, we had very long and complicated 
negotiations on some of the prohibited applications, particu-
larly on the use of biometrics in public spaces in real time, where 

	 1.	 The European Parliament’s Committee on Civil Liberties, Justice, and 
Home Affairs, colloquially known as the “LIBE” Committee.
	 2.	 The European Parliament’s Committee on the Internal Market and 
Consumer Protection, colloquially known as the IMCO Committee.
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there was a part of the House that wanted from the very begin-
ning an outright ban on the use, employment of this technology, 
and others who were seeing a need to create an exception for 
law enforcement and access by law enforcement, to some of this 
technology in order to ensure an efficient, effective fight against 
particularly very serious criminality. That remained one of the 
sticking points all the way until the very end, even in the negoti-
ations between parliament and council. 

Then of course, the big discussion on foundation models. 
The discussion that came in later in the negotiations, there we 
spent quite a lot of time. 

I can go on and on and on, almost all of it was a difficult 
negotiation in itself, but these were some of the highlights.

Scott Patterson:
One follow on question: did you all settle on the risk frame-

work and determine what was high risk prior to foundational 
models and general-purpose AI models coming out, or was that 
a post ChatGPT discussion?

Dragos, Tudorache:
Well, when we started our work, the proposal was a risk-

based approach identifying the applications, the areas in which 
applications of AI would be raising risk. And there was an annex 
which listed those areas such as recruitment, education, health, 
banking, insurance, and it’s important to note that this started 
before ChatGPT. 

But already in the course of all preparations we were start-
ing to play with what we called back then general-purpose AI, 
recognizing that it represents a challenge in sticking to the logic 
of the risk-based approach, with applications that in themselves 
did not represent a risk or were not allocated a purpose that 
represented a risk in itself. Because they were, for example, lan-
guage processors. On the face of it, what’s wrong or can be risky 
about a language processor? But then we realized that by the 
very nature of how these models are developed, the way they 
are trained, their versatility, their potency, we realized there is 
something about them that actually can have quite a significant 
impact, both in the value chain for other systems that will be 
developed on top of these models, but also for the customers, 
for the clients, for the individuals rights themselves. So there-
fore, we started with a discussion as to whether these models 
should be put in the category of high risk or not. 
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We then agreed that putting them in the category of high 
risk would not actually do justice to them and we also would be 
affecting the mechanism that we were just preparing for the 
high-risk applications. That is how and when we decided to 
craft a special regime for foundational models. This was already 
autumn of 2022, just maybe a month or so before November 
when ChatGPT was launched. We had already decided by then 
that we wanted to deal with foundation models in our text and 
that we wanted to have a special regime for it. And what we set 
out to do was to identify what would be the obligations that we 
considered would be specific for these models.

When ChatGPT came, in a way it proved that it was worth 
considering a special regime for these models because we could 
very quickly see how important and how impactful they will be. 
It also allowed us to then filter through all of the information, 
and also now having the actual technology in our hands, it was 
easier, it helped us define exactly how we want to regulate it, 
what kind of rules we want to put in place. And by Spring 2023, 
we were able to have this regime fully down, mandate, negoti-
ate, and approve it. 

We recognized already that we might need to further work 
on the text as we would start the negotiation with the council. 
Our counterpart, the other co-legislator, had nothing in their 
mandate related to that so we knew that there would be a lot 
of discussion there, and it proved to be the case. It was one of 
the open issues up until the very last night of negotiations in 
December of last year. But that was the journey away from hav-
ing nothing in the text about foundation models to the point 
where we are today.

Scott Patterson:
Thank you. Touching on what you spoke briefly about col-

laborating with NIST and making sure that you were somewhat 
aligned with what they were also looking at, can you speak a 
little bit more to the concerns of US stakeholders and what con-
cerns they brought to the table during the negotiations? Both 
companies and regulatory-wise.

Dragos, Tudorache:
Companies have brought a lot of arguments to the table, 

and I can’t even filter out which were American companies and 
which were European companies. I never, in fact, categorized 
them that way. My policy has been one of an open door towards 
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anyone, any stakeholder that had contributions to make, an 
argument to bring, because I considered that to be an educa-
tion for me as a lawmaker, I want to make sure that I hear all 
possible positions and arguments and learn from them. And I 
treated companies in the same way – I didn’t treat them as lob-
byists, I treated them as contributors to the debate. 

One of the main arguments coming from some of the 
bigger players on the US side was that foundation models did 
not need regulation at all because they were not designed 
with a particular purpose in mind, a purpose that would be 
prone to risks, and therefore the responsibility was not theirs. 
And that the responsibility should be further down the value 
chain with entities that would be taking their models and 
developing applications on top that would then raise risks or 
come in one of the risk  categories; and therefore if we were 
to regulate somehow, we had to regulate the downstream and 
not the upstream. That was one argument that they brought 
forward. 

Then another argument that they brought was that it was 
irrelevant and not necessary to require transparency of the data 
sets used to train the algorithms because well first of all they 
said it’s not necessary, then they moved the cursor and said that 
would be a problem of trade secrets, and it’s part of the rec-
ipe of the model and therefore forcing them to be transparent 
about that would be forcing them to release trade secrets. So, 
they’ve used all sorts of arguments to mainly escape altogether 
responsibility. And then once they realized that that would not 
happen, that there would be nevertheless a set of obligations, 
a regime that would be applicable to them, then the discussion 
moved into trying to make that as flexible as possible with an 
argument, I think a very good argument and one that we even-
tually used in our discussions, which is that the technology was 
still nascent, there was still a lot that we did not know, it was also 
very fluid, changing all the time. 

This is why we chose a model where we listed the obligations 
in the text to make it clear what we expect out of the develop-
ers of these models, but at the same time we recognize that 
there are no set tools, technologies, or standards yet for how 
you comply with those obligations. And that is why we accepted 
the logic of working with a code of practices at the beginning. 
This is a form of flexible enforcement in the first phase, where 
the enforcer at the EU level would be interacting with these 
developers to see how best they can respect the obligations that 
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they have in terms of risk management, in terms of incident 
reporting, and in terms of transparency. 

Once this Code of Practice is co-designed, then it is going 
to be fixed in law by virtue of secondary legislation that will be 
adopted by the European Commission together with the future 
AI office, until, and this is a placeholder, until standards will 
be available. So, I think that we’ve listened and accepted those 
arguments related to flexibility. And I think we did right, we 
did justice to where the technology is today. And to the need 
for working together, for co-generating the standards and the 
methodologies that will be used to respect these obligations. 

And then in terms of the interaction with the US admin-
istration, at the level of the European Commission, between 
the administrations themselves, there was quite a lot of contact 
and cooperation as part of the TTC framework. But as legis-
lators, we also made sure that we paid attention to what was 
happening on the US side, also making sure we are informing 
fellow lawmakers in Congress as to the evolution in our negoti-
ations. I think that helped a lot also in the way the White House 
has eventually prepared the executive order, and in fact if one 
unpacks the executive order, there’s quite a lot of approaches 
which are similar, and some of the effects of the executive order 
would not be very different even if it takes a sectoral approach. 
So, I think that this coordination, this cooperation, worked well 
for both sides. 

Scott Patterson:
Thank you for that. Shifting gears to the regulatory frame-

work and the actual implementation and enforcement. How 
do you envision the AI office working with both companies and 
Member States to ensure that compliance is met and ensure 
that the Legislative Act is being followed?

Dragos, Tudorache:
The big challenge, in fact, starts now. Yes, it was very com-

plicated to get to today, to actually have the AI Act in place. But 
now implementing it is going to be even more difficult.

So, first and foremost, the office will have to get itself ready, 
and it will have one year to do so. Because in one year’s time it 
will start applying this regime for foundation models, for which 
the office has exclusive competence.

That means that by that time, the office will have to have 
the right people in place. The right methodologies for testing, 
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for evaluations, and for red teaming. So quite a tall order for 
the office in the next one year, to be ready to take on the likes 
of ChatGPT, Gemini, Claude, and all the applications that will 
be making it past the threshold that we have established. And, 
by the way, another obligation for the office is to always be on 
the lookout for the evolution of the technology, constantly 
consult with the scientific community to make sure that those 
criteria that are supposed to be used for differentiating within 
models, those are flexible. And they are deliberately flexible 
in the regulation, understanding that the criteria that we use 
right now – the FLOPs – might be totally irrelevant in one year’s 
time because in the meantime the use of infrastructure might 
change with these models.

So the AI office will have this responsibility to keep the reg-
ulation in a way adapted to the evolution of the technology.  
Then the national regulators will also kick in with their part of 
the competence which relates to the application of the high-
risk framework for all other AI applications out there. That is, 
when an additional layer of complexity comes in. Coherence 
and uniformity in interpretation, application, will be fun-
damental to avoid some of the mistakes that we did with the 
GDPR, for example, where we ended up with quite a lot of frag-
mentation between the different jurisdictions in the Member 
States with the GDPR being understood and applied differently 
between Member States. And that’s something we don’t want 
with the Act; it’s key that we ensure this coherence. So, this 
interplay between the EU level governance and the national 
level governance will be fundamental for good application, 
good implementation, good enforcement of the law.

Its difficult to predict how it will work because there is no 
blueprint for it. It’s the first time that this sort of governance 
actually is put into place. A lot of learning and flexibility and 
adaptability, and an open mind which will have to be kept both 
by the national regulators and the European Regulator in order 
to make this work and keep the spirit of the law as we intended 
it, as legislators, as alive and as true to the cause as possible. 

Scott Patterson:
That makes total sense and thank you for explaining. I 

know the implementation of the Act hasn’t been released or 
put forth yet so getting insight on how you envision the enforce-
ment of the regulation is pretty key moving forward, especially 
both for companies and for future lawyers.
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Dragos, Tudorache:
One point that I forgot to say, which is also incredibly 

important for the application, the implementation of the law, is 
the delivery of the standards. This is the one thing that we did 
differently from the GDPR. We’ve given a mandate for techni-
cal standards to standard setting bodies at the European level 
and they have two years to deliver now until the moment when 
the regulation kicks in also at the national level.

The European Commission delivered a set of guidelines 
for different parts of the text, where we consider that further 
technical explanation is necessary for companies to understand 
how they need to do their self-assessment, how they need to 
interpret the threshold of significant risk, for example, in the 
high-risk category. So all of those clarifications will need to  
come in the next two years until the full entry into force of 
the legislation, in order to give clarity and predictability of the 
norm for companies. And also, very importantly, to give this 
clarity in a technical form not in a legal or legalistic way, which 
sometimes legislation tends to be, to help companies, particu-
larly the smaller ones, that cannot afford big compliance teams 
or hire law firms to tell them what they need to do, to allow 
them to self-assess, looking at the set of technical standards and 
understanding what it is that they need to do.

Scott Patterson:
It makes total sense. It gives you the flexibility to move for-

ward and adjust as you see how a regulation actually unfolds. 
Is the AI office meant to be an independent, regulatory 

body, or will it be staffed with representatives from the Member 
States, or just with experts from different particular commit-
tees, such as the IMCO or the LIBE committees. How do we 
look at the future of the AI office staffing? 

Dragos, Tudorache:
We meant it, and we mean it as an autonomous structure. 

We’ve placed it inside the European Commission in order to 
achieve synergies, understanding that it’s not going to be easy 
to find the right level expertise, convince them to come and 
work for the public sector on salaries that are not necessarily on 
par with what the industry offers. And, knowing that the Com-
mission already has teams in place to implement the DSA or 
the DMA, we thought it’s going to be easier if we also place the 
AI offices at the Commission, we give it sufficient autonomy to 
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function and to perform its very different competencies com-
pared to the DSA and the DMA offices. But it has a dedicated 
structure, it has a dedicated budget line, and we insisted very 
much on that, and it also has the ability to recruit from inside 
or from outside the Commission freely, in order to attract talent 
as flexibly as possible.

What is happening right now is that the Commission has 
already transferred some staff from the current Directorate 
General responsible for digital issues inside the European Com-
mission. So they are, in a way, the backbone of the office. They 
will ensure the policy continuity in terms of understanding 
what is required, particularly on the regulatory side, the further 
guidelines that will need to be done, the interaction with the 
standard setting bodies, what are the adaptations of the regu-
lation and the further secondary legislation that will need to 
be ensured. Plus, they will be the ones that will be taking care 
of the governance once the national regulators come together 
in the Board, because there will also be a Board, with all of 
the national regulators. And then the creation of the Scientific 
Committee and the creation of the Advisory Group. Together 
they will form the governance for the AI Act.

But at the same time the office will have to have technical 
staff, the ones that will be developing the tools, the methodolo-
gies for evaluation and testing the ones that will be interacting on 
a regular basis with the companies developing the big models, so 
on and so forth. And for that, the office will have to look outside, 
because those experts do not exist in the Commission right now. 
They are now in the process of hiring, they have already issued 
vacancy notices for technical staff, and they will be on the lookout 
for the year ahead to try and attract as much talent as possible. 
Most of that, if not all of that is in the private sector, so it’s going 
to be quite the challenge to bring them in. A challenge that from 
my contacts with the UK Safety Institute and the US Safety Insti-
tute, I think, will be shared across jurisdictions because it’s not 
going to be simple to bring in that kind of talent from the private 
sector to a public institution. But I remain hopeful that in the 
next year they’ll manage successfully to also bring in such staff.

Scott Patterson:
Thank you for that. Shifting gears to the final topic. We’ve 

covered the negotiations and what the interests were. We’ve 
covered where the regulatory framework is going, what the reg-
ulatory process will look like. 
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But now, turning to the Act itself. We know that the LIBE 
committee, which typically handles fundamental rights, and 
the IMCO committee, which typically handles the internal mar-
ket and industry, were co-heads. 

So, one question we had for each committee is how the 
core elements of the AI Act protect fundamental rights? And 
then how do they promote industry and innovation on the 
other side?

Dragos, Tudorache:
This was from the start; our ambition to achieve the neces-

sary protection of individual rights and societal interests, while 
at the same time promoting innovation and competitiveness and 
we constantly worked to blend the two objectives of the text so 
that they don’t appear as a binary choice, as a zero sum game 
between the two, or that there is some sort of conflict between 
the objective to protect and the objective to stimulate innova-
tion. I think what we achieved is a good balance between the two.

Now I’ll be specific. On the protection side, the regula-
tion was already built from the get-go on the idea of having 
a human centric focus of the regulation; looking at the risks 
that are related to individual rights or to the broader interests 
of society. But even there, in the negotiations, and particularly 
through amendments and work that was done in the European 
Parliament, we’ve added several layers of extra protections.

First of all, we’ve added to the list of prohibitions, a number 
of applications that we thought needed to be there. I’ll give some 
examples – predictive policing, or biometric categorization –  
so things that we thought need to be there because it was fun-
damental to how we understood privacy or how we understood 
fundamental rights, and rule of law in the Union. The same 
thing when it comes to the list of high risks, for example the 
idea of a fundamental rights impact assessment for all deploy-
ment of high-risk applications, particularly in the in the public 
sector.

Why? Because, history and practice has shown that it is in 
the public sector where the potential for breaching is, and is 
the highest risk, and unfortunately, we already had practical 
examples in Europe. We had the famous case in the Nether-
lands with the social security system that was using an algorithm 
to determine potential fraud to the social security schemes and 
which was completely biased against non-natives, basically, of 
that particular Member State.
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And then similar other cases which showed that, particu-
larly when you apply artificial intelligence in the public sector, 
you need to have that extra care, and you need to have an active 
drive as a public institution before you actually decide to deploy 
such an AI tool in your public service. You have to have an extra 
duty of care on making sure that that application of artificial 
intelligence is not breaching rights. So that’s why we introduced 
this impact assessment upon deployment in these sectors.

We’ve also introduced redress, individual and collective, 
something that was completely missed in the initial proposal of 
the text, because we thought that it was also fundamental that 
consumers and individuals have a way to bring their case before 
the authority, and eventually before the courts if they would 
find that one particular application of AI was detrimental to 
their rights. We chose that path because we thought that with 
AI becoming such a normally present technology in all walks of 
life, in almost every sector of human activity or economic activ-
ity, it will be quasi-impossible for the regulator to always keep 
an eye and make sure that they actually know everything that 
goes on. So, you need these bottom-up reporting mechanisms 
if you want an alarm system from the consumers themselves 
to identify potential problems with the interaction between 
human and machine. So that’s why redress was an important 
mechanism, and I’m proud that it is now in the system.

Now on the innovation side from the beginning, we said, 
there must be enablers in this text that will be lowering the cost 
of compliance. So even where compliance will be necessary, we 
wanted to make sure that compliance does not act as a bar-
rier for innovation or for entry to the market, particularly for 
smaller companies. So that’s why we wanted to make the cost 
of compliance as low as possible. That’s why we went for self- 
assessment. That’s why we went for technical standards to make 
sure that if you want to go on the market with a product, and 
you’re a startup of two or three people, and you cannot afford 
to pay a lawyer or a compliance team, you have your technical 
standards available, you can read and understand them. You do 
your self-assessment and you can judge for yourself whether you 
are in one category risk or another, and what you have to do to 
go on the market. 

We’ve also completely changed the philosophy of sand-
boxes. The concept of sandboxes existed in the initial provision 
of the text, but very much like an extraordinary testing ground. 
Whereas we turned it into almost a pre-compliance enabler,  
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particularly for smaller businesses, who, are still uncertain after 
they looked at the technical standards and have done their 
self-assessment, but let’s say they are still not sure – am I actually 
a significant risk? Am I passing the threshold, or am I not? Well, 
then, they have the possibility to go into a sandbox; a sandbox 
that national authorities will be obliged under the AI Act to estab-
lish at the national level, but also at the regional and municipal 
level, so that companies and startups, can go, enter into a sand-
box, interact with the regulator, test, validate their assumptions, 
validate their data sets, and prepare for compliance, achieve 
pre-compliance in that controlled environment where they can 
also make mistakes, they can say stupid things, they can check 
things with the regulator before, achieving certainty that when 
they go on the market they go in a compliant way.

Many other examples, special provisions for SMEs, special 
provisions for research and development, special provisions for 
open source. So we’ve looked, in a way, at the ecosystem of AI as 
it is today, a lot of it actually with SMEs, very agile small players, 
and we wanted to make sure that they will continue to feel stim-
ulated, to remain, to grow, to develop, to innovate without fear 
that all of a sudden if rules come to town they will have to close 
shop or they will have to fundamentally change their business 
model. To the contrary, we gave them tools to continue to do 
what they do without much hinderance.

Scott Patterson:
And just to confirm, SMEs are small enterprises?

Dragos, Tudorache:
Small and medium enterprises, yes. This is the European 

jargon for small companies.

Scott Patterson:
We all have our own abbreviations! A quick follow up on 

the redress capability that you mentioned. Would this be akin 
to a private right of action on the European side?

Dragos, Tudorache:
Yes.

Scott Patterson:
Okay, I wanted to confirm that as well. That wraps up 

most of my questions. The next question is on speaking to law  
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students or future legal professionals. I wanted to confirm, you 
were a judge previously, right? 

Dragos, Tudorache:
Yes, I was. Way back.

Scott Patterson:
Okay. For any lawyers or future lawyers who are looking to 

either regulate or represent and advise companies, what advice 
would you have for them in light of where the regulation is 
moving, based on your experience negotiating the AI Act and 
shepherding it through the inception of AIDA all the way to 
now? 

Dragos, Tudorache:
I think rules around this technology and generally rules 

around digital and the online realm, even if right now they 
seem to be mostly emanating out of the EU, I’m convinced that 
in the not very distant future, this will become the norm in most 
other jurisdictions. I think it’s inevitable, to a certain extent, at 
least, for some parts of the online reality. It is late because some 
of the risks have materialized already. If we look at social media 
and what it has done to the cohesion of our societies, already 
we are intervening late by expecting certain responsibility for 
the platforms, and how they work, and how they optimize and 
so on and so forth. 

So, what I’m trying to say is that I consider rules to now 
become inevitable for a sector that operated in a vacuum for a 
very long time, which means that with rules becoming a reality, 
lawyers will now need to also themselves prepare, adapt and 
learn. So, the first observation to make is that I consider that 
every lawyer will need to start understanding technology as well. 
I know that many universities already started to blend ethics of 
technology and how it plays out into society and economic rela-
tions, into legal studies; I think that’s a good approach.

Then companies themselves, as these rules, these norms, 
these standards, will become more and more present in most 
jurisdictions, companies themselves will need to understand 
how they navigate these rules. So, they will be asking lawyers 
for help.

So, from my point of view, there’s a lot of opportunity 
that actually is opening up right now for lawyers and for how 
their services will be requested in the future. There is also a 
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question that I think lawyers need to ask themselves in terms 
of the impact that AI has on their own job, because lawyering 
of any kind will also be changed by AI. In fact, if you ask me, 
it’s going to be one of the first jobs that will be quite heavily 
impacted by AI, because a lot of, for example, clerical work 
that was done in a law firm right now, a lot of that will be done 
by AI in the blink of an eye. Whereas now, sifting through 
ten volumes of jurisprudence might take couple of days for 
a legal clerk. Well, AI will be doing that for you while you 
drink your coffee. That is also going to change radically the 
profession from inside. The same will happen to courts, and 
how courts will function. And that in itself will require quite a 
lot of adaptation. Not that I think that lawyers will disappear, 
on the contrary. I think lawyers, just like many other profes-
sions based on intellectual input, they’ll have to learn to use 
AI tools in their work, adapt these tools for their needs, and 
then use them for a new dawn of the profession.

Scott Patterson:
Thank you so much for that. Andrew, do you have any  

questions?

Andrew Lin:
Sure – thank you so much for the very comprehensive 

interview, we really appreciate it. I have one question, which 
is the role of private ordering within the future of the AI Act. 
So I think until now, one way that companies, at least certainly 
here in the U.S., and I think European companies as well, take 
on corporate governance within the AI space is through private 
ordering, defined as figuring out what works best within that 
individual company. 

Given the AI Act and the rules and the regulations that 
are coming out of the European Parliament, do you think 
there’s still a world in which private ordering is so important? 
Or do you see a world in which even if it’s important, it’s greatly 
diminished?

Dragos, Tudorache:
What is private ordering? I’m not familiar with it.

Andrew Lin:
It’s where an individual company comes in by itself to set its 

own governance standards. 
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Dragos, Tudorache:
I don’t think that will necessarily die away, disappear, or be 

rendered unnecessary or irrelevant by regulation. I do think 
that was an effect of the lack of regulation. I think at some point 
various companies have started to ask themselves, listen, if no 
one tells me what I need to do, then I need to figure it out 
myself and put myself some ethical standards in place.

Which in the absence of rules, they served a purpose, and 
gave some companies at least, an appearance of respectability, 
because they could say, listen, we have our own norms, we have 
our own ethical mechanisms. Nothing will stop them from con-
tinuing to have them in parallel with rules, as long as it is clear 
that the rules have to be respected, particularly where the rules 
are mandatory, as it happens in the EU market. For a while 
in the US there won’t be the equivalence of that. Therefore, I 
would say that what you call private ordering will be continuing 
for a while, but certainly I think it will be on a downward trend 
as more and more jurisdictions will start fixing in law the expec-
tations, the norms, and the rules. 

You know in a way, if you look at any other more mature 
industrial sector, which has gone through what the digital sec-
tor is going right now, maybe eighty to one-hundred years ago, 
it’s the same thing. At the beginning, each car company had to 
figure out their own standards up until we started to put stan-
dards in place on how you build the wheel, how you build an 
engine, what requirements you expect out of a car company in 
order to ensure safety from seat belts to ABS, and so on, and 
so forth. All that started one-hundred years ago by being things 
that each company was doing on its own, up until as society, we 
decided that it’s important that we have standards that would 
apply to all the same. It is happening now for digital. It is time 
for digital companies to realize that now they are grown-ups. 

Scott Patterson:
Thank you. To reiterate what Andrew said, thank you so 

much for taking the time. That wraps up all the questions we 
had. 
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Sean Uribe:
I’d like to begin this conversation by asking you to set the 

scene a little bit for us. Could you please share with us how the 
most recent AI developments, particularly AI Act, came about 
in the European Union?

Jérôme Philippe:
Thank you, Sean. The AI Act has been under construction 

for some time, a few years, with quite a number of debates, espe-
cially in France but not only. I think there’s a relative consensus 
in Europe on the need to do something.

However, this Act here is a pretty heavy one, maybe too 
heavy for a nascent industry. It’s 272 pages long! It’s extremely 
structured, clearly a bit cumbersome. It’s going to create new 
significant constraints in terms of regulation, debates with reg-
ulators, with possible fines in the end.

And, it’s also going to create private enforcement activity, 
I think because it defines many obligations. When you are a 
client or a subject of AI,  you will see that people implementing 
AI have a number of obligations here. And nothing prevents 
you, as a third party, a user, or a consumer association, to say: 
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“Okay, I consider you did not fully comply with the AI Act, and 
the regulator is not acting enough, so I’m going to enforce it by 
myself. Before a court, based on usual tort law and a violation 
of the AI Act.” We expect a lot of private enforcement coming 
at some point, maybe not immediately, which will create a lot of 
litigation. And that’s one of the issues with those complex and 
heavy laws such as  the AI Act. We see it today with the GDPR 
as an example, although the GDPR is much simpler than the 
AI Act.

All this litigation constitutes a cost. Especially when it comes 
at the very early stages of development of a very new industry. 
One of the major questions is whether this regulation has come 
too soon in the development of AI. Many people consider the 
AI Act to be at risk of  hindering innovation and competition. 
To sum up,  when you see that massive regulation with hun-
dreds of pages all setting obligations, you have the feeling that 
someone  has been thinking: “What are all the possible prob-
lems that AI could create? Let me regulate all that in advance.”

This approach could raise criticism of course. For exam-
ple, the French government has been working for months to 
try and alleviate some of the obligations and make them less 
burdensome for the players, especially the small players. Those 
could face barriers to entry partly because of the regulation. 
There’s a French actor for example: Mistral AI. It was recently 
created in 2023, but already has a very high valuation and is 
seen as a possible competitor to big players for the next stages. 
That’s definitely a good thing to have young competitors like 
this. We want to have competition, and of course the Govern-
ment doesn’t want AI to be reserved to the big players that are 
already installed.

It is in this context that we would need to figure out how 
this regulation would play out. Is it going to favor competition? 
Or is it going to create too many obligations that end up being 
so costly that they create significant barriers to entry? These 
types of regulations are already very difficult to comply with 
for big, established players with large legal departments. It will 
be even more difficult for start-ups or mid-size companies to 
comply with, especially since when you are a newcomer, legal 
is usually not your first preoccupation amidst your attempts to 
making your product work and going to investors and markets.

Another feature of the AI Act is that it is extraterritorial, as 
it applies not only in Europe, but it will cover providers of AI 
anywhere in the world, provided that their product is used in 
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Europe, which I guess should be the case for most AI products. 
So de facto, it’s a worldwide regulation that can also create a sort 
of race to regulation if other countries or regions want to do 
the same. It’s like trade barriers, it’s always nice to be the first 
one to create it but then you have to face replies. Here, this cre-
ates incentives for other countries to regulate at the same level 
too and  you end up piling up many regulations from many 
places, all being de facto global. That could be a real issue of 
consistency and of costs.

Of course there are also good things in this regulation. It’s 
clear that when you see some uses of AI, especially generative 
AI or foundation models, there can be risks associated with 
that. In particular, there can be an informational risk of being 
unable to know what is true and what is not true, what has been 
made with AI and what is natural and made by man.

So of course, having some transparency and some rules is 
needed. But it is a matter of level. Here, we have  two hun-
dred and eighty or so pages of rules, many of which may require 
clarification. Thus the publishing of the act is not an accom-
plishment (even if in reality it is in view of the EU decision 
process) but it is a starting point. The next years will be about 
implementing all that.

Entry into force should be a matter of a few months. But 
then, once it enters into force, all the rules do not apply imme-
diately: you start a period between 6 and 36 months for full 
implementation. Some parts of it, I would say the most sensitive 
parts, will start to be implemented 6 months after the entry into 
force. And for other parts, it’ll be 12, 24, or even 36 months after 
implementation. I think this will create a lot of activity because 
it applies to new AIs, but also to existing ones. For example, you 
have an obligation of traceability of the data you use for train-
ing high-risk AI. This means that when you have already started 
to train, you need to get back to what you did previously and 
track it retroactively. A lot of guides are being published every-
where on what you should do to be compliant. But there will 
be room for a lot of interpretation too:  debates will take place 
because sometimes these obligations are expressed in broad 
terms, leaving a lot of scope for clarification and implementa-
tion… or litigation.

The European Commission is also supposed to adopt a 
number of implementing regulations. That will all take place 
in the near future. National authorities should be appointed, 
one or two per country, depending on how each Member State 
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wants to organize that. However you will not have massive 
national implementing regulation as this is not a directive, this 
is a regulation. It applies directly everywhere in Europe. You 
don’t need national Parliaments to adopt implementing laws 
except in the specified areas where the AI Act has provided an 
obligation or a possibility to do so.

Despite this extensive regulation, some of the debates raised 
by AI are not fully resolved. For example, in France, there is a 
big debate on how we should apply copyrights. Based on a EU 
Directive, France was the first in 2019 to implement what we 
call neighboring rights, which is basically money that platforms 
like Google, Apple, Meta and others should pay to newspa-
pers when they use their articles, or when their users use such 
articles in posts,  and more generally when they give access to 
their articles through the platform. There’s been big debate on 
whether those rights were due or not. Lobbying went up to the 
EU and that gave rise to  a Directive that has provided that  there 
should be in some cases a compensation. The Directive does 
not include AI of course, just social networks platforms. So here 
now you have a rising debate for AI, and I see that this debate 
does not only emerge in France and Europe, but also in the US. 
France has been at the foremost of it to protect  the owners of 
rights on articles, books, and also movies. With a different and 
older system that also exists for music.  Today the new question 
will be whether they  should be paid for the use of their intel-
lectual or artistic production  by AI for the purpose of training.

If you think of applying these rules to AI training, the ques-
tion to ask is what use do you really make of the intellectual 
or artistic productions when training AI? By using it for train-
ing, do you make it available ? Should you pay for that use or 
not?  There is the evanescent idea that this use enables the AI 
provider to make profit, but how to measure it? There will be 
litigation and you probably have competition authorities that 
may want to act also, although I’m not sure they will have such 
an easy way of acting as they did in neighboring rights. For 
neighboring rights, the French competition authority was very 
active. It was the first one to be active in a case against Google. 
The solution of which was extended to other platforms.  So this 
is  something I expect for the future, i.e. debates nationally and 
at the EU level on compensation for the use of intellectual and 
artistic  data for the training of AI. And this will  create another 
subject within the subject, which is the obligation that will exist 
on high-risk AI to indicate the data they used for training.
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There are two points which I think are problematic for a 
number of AI providers. One is indicating the data used and 
sometimes indicating even the source code of it, which is part 
of the EU regulation. The other is that this will create circum-
stances that may force you to give indications that are actually 
your business secrets. Choice and enhancement of training 
data could be a matter of competition between AI providers. 
If you have access to better data than others, that’s a compara-
tive advantage. In competition law there are very limited cases 
where you need to give access to essential resources, which 
sometimes included data but that was not in the context of 
AI.  Apart from those rare cases of data monopolization, if 
you have a case where there is no dominance nor essential 
resources and  the only thing that data provides is a mere  com-
petitive advantage, then its beneficiary should normally not be 
forced to publish or disclose the data, especially by the govern-
ment. On the contrary, disclosing in such case could be seen 
as reducing competition. Therefore these issues of disclosing 
data and paying for it will most likely fuel a large debate in the 
future. 

If we come back to the AI Act itself, it will cost quite some 
money to comply with it. It will force all the actors in the chain 
to take advice, actions and demonstrate at least a minimum 
degree of compliance with those obligations. This will include 
a need to precisely define roles.

The AI creates roles: you have the provider, you have the 
importer, you have the deployer, and the Act  gives responsi-
bilities and obligations to all of them. Sometimes it’s not very 
well defined and you may not be able to comply with some obli-
gation. For example, if you are the provider of the AI and you 
are asked to follow your AI during its life cycle and to provide 
a number of information. I’m focusing here on what we call 
high risk AI in the regulation. You have to follow your products 
and to document a number of things about them, to which you 
don’t always have a direct access. It may be your clients who 
have access. If there are issues, how do the initial training and 
the subsequent use of the AI  interact, how is the AI amended 
during its use with, for example, new biases that did not exist 
at the beginning and that will start to exist during commercial 
use? This can be so because at some point during use, the sys-
tem will progressively bias its own output and with the feedback 
loop will reuse it. What if, similarly, you provide a non-high-risk 
AI, but your clients amend its use and make it a high-risk AI? 
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That may make you lose your status of provider but have new 
duties vis-a-vis the new provider, though you may not even know 
about it.

Sean Uribe:
Could you explain the concept of “high-risk” within the 

meaning of the AI Act?

Jérôme Philippe:
The AI Act engages in a risk-based approach. Basically, the 

heavy constraints are for high-risk AI and foundation models. 
There is a list of criteria to define high-risk. For example, as 
soon as the AI performs profiling of persons that has an impact 
on the persons’ rights or duty, you are in high risk. So, it’s rela-
tively easy to be considered high risk.

Take, for example, educational AI. That is high-risk in most 
cases. If the AI is used in an employment relations context, it’s 
very likely high risk too. Moreover, you can very easily fall in 
the scope of high risk if your AI is embedded in a system that is 
already regulated.

Reality will certainly show that we need hundreds of  addi-
tional pages of implementing regulation! I’m obviously not 
calling for that. But clearly the point is when you want to be so 
precise in the obligations as the AI Act is, but you’re still not 
100% precise as to the scope, then you create legal issues.

The regulation is so complex it will create uncertainty. Usu-
ally,  regulators tend to apply regulations strictly, but they also 
have to  adapt to the situation they face in a clever way. And gen-
erally they do it, but it creates significant legal uncertainty for 
everybody because, you never know how the regulation is going 
to be interpreted by the regulators especially for a regulation 
that emerges before the industry has really emerged! And this 
will be exacerbated by the fact that the regulation is so complex 
that I expect that  no one will be able to entirely comply.

The AI Act is based on the same model as the GDPR in data 
privacy, but is more complex, and applies to a less developed 
industry. And yet, when you dig in nearly every company, you 
always find some degree of GDPR non-compliance. That will be 
even worse for the AI Act. 

So will the regulator understand your situation and take 
account of it or not? I mean by being benevolent to some 
extent. That’s a big uncertainty, as regulators are not meant to 
be benevolent.
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If one wants to properly comply with the AI Act, he will need 
to have high degree detailed cooperation with other actors in 
the chain. As an example, cooperation is requited between  the 
provider of the AI and its deployer. And at some point, there is 
not a full clarity as to whether the deployer may become provider 
in turn. Also, it is not clear whether selling a product incorpo-
rating AI may impact your role, e.g. by making you a provider. 

Additionally, by forcing too much cooperation between the 
provider and the deployer (i.e. in common terms the user of 
the AI), you may in some cases end up with competition issues.

For example, if you look at one subject, which is not dealt 
with here, which is price. As a competition lawyer, when I  advise 
suppliers, I tell them that they are not supposed to know all 
what their clients do with their own clients: your client buys your 
products, then they use or resell them and you’re not supposed 
to know to whom and at which price. Once they have bought 
your product, they are free to use and resell it provided they 
do not breach the conditions of use and the contract, and you 
should not try to influence that use. For example, what we call 
“destination clauses”, where the provider attempts to control to 
whom the product will be resold or with whom it will be used, are 
often considered to be anti-competitive. Well, with the AI Act, 
the provider may have no choice but to interact with his client’s 
commercial policy, as that policy may have an impact on the 
provider’s obligations. As an example, although as a provider 
you did not build your AI product to be a high-risk AI and you 
did not comply with the additional obligations that this would 
have imposed, considering your product shall not be high-risk, 
what if your client starts using is in a way that makes it a high risk 
AI (e.g. in the areas of education or employment)? Therefore 
you need to protect yourself from that, but this means interact-
ing with you client’s commercial policy. Which, again, you are 
not supposed to do from a competition law perspective.…

Andrew Lin: 
So, on that point, would you create clean rooms, with dif-

ferent trees within so that they don’t touch? What would be 
your advice?

Jérôme Philippe:
You’re right, the advice can certainly be to have clean rooms 

in some situations, in order not to share information that is too 
sensitive. However, it’s not very clear how clean rooms would 
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interact with the obligations here because at the end of the 
day, it’s an obligation on the deployer or an obligation on the 
provider, and you may need to really access the information in 
order to comply with our obligations under the AI Act.

In particular, if  I have the relevant information in a clean 
room, I may need to have it outside of the clean room too in 
order to make a full regulatory use of it and to be able to dis-
cuss if I need to engage with the European Commission or the 
national regulator. So I think there are some cases where clean 
rooms will  work, and other cases where they won’t. In addi-
tion, due to the technical complexity of the matters concerned, 
you will need to often involve engineers and strategy people in 
those discussion, which may not go along well with the use of a 
clean room.

Sean Uribe:
Thank you so much for the background. Getting more 

granular, could we talk about the intersection between both 
the new AI Act, GDPR, and some other existing data regulation 
regimes such as the Data act? I’m curious to know what your 
thoughts are about the interplay there and, and potential issues 
that might emerge.

Jérôme Philippe:
In principle, it’s very simple. They are supposed to all apply 

in a cumulative way. But in reality it will be much more difficult 
to do. I will take an example with the GDPR.  There are several 
legal bases for data processing, one of them being consent by 
the data subject. When you have consent as the legal basis for 
a processing, one of the particularities of that legal basis is that 
the data subject has the right to withdraw its consent at any time 
and with no explanation. In that case the data controller must 
remove the person’s data and stop the processing. 

The point is, how are you going to comply with a withdrawal 
of consent when the data has been used already for training 
and so has become part of the AI system? One short answer may 
be  it’s no longer in the data set so it’s fine. However we do not 
know whether this is sufficient, as the AI is still working on the 
basis of a training including that personal data, so is there still 
some use of it and is it still a personal data? 

Of course, one of the possibilities that is mentioned in 
the regulation is to anonymize data when you train an AI. 
Your set of data used for trainings remains but is no longer 
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considered to be personal data. However the criteria for valid  
anonymization is that you cannot infer back and find the per-
son. If you achieve this, then it is no longer personal data and 
the GDPR is no longer applicable. 

However, how sure are you that your data is really ano-
nymized when you are working with AI systems, and are you 
sure it is not possible, precisely using AI, to infer back who that 
person is or who that group of persons is? 

Indeed, for your model to work well, you generally want 
the data to be as precise as possible. Thus, even if you remove 
ID, you will often keep all the “metadata” on the person, e.g. 
sex, age, region, type of living, tastes, job, family, other charac-
teristics, etc.… How sure are you that you system cannot infer 
identity back? So, the interplay with GDPR is pretty difficult. 

In practice, what we see is that the data protection author-
ities, although they really enforce GDPR with a strong view to 
protect data subjects,  are also realistic and to some extent may 
adopt a pragmatic approach, based  on what is technically possi-
ble and what is not possible. Thus, I would say that at some point 
we will probably find a point of balance. That will certainly be 
dealt with soft law. We have hundreds and hundreds of pages of 
soft law, such as  interpretations, guidelines, presentation, and 
this can give clarity on some points but it also makes the law 
very difficult to apply without a high level of investment in it. 

In relation to soft law, you may have different guidelines 
from different national data agencies as they don’t always fully 
coordinate with each other to ensure consistency. When you 
go into the details, you find differences between them.  For 
example, in the way we apply GDPR in various countries, you 
encounter  small differences, which may  sometimes become 
meaningful in the context of a given project. 

Sean Uribe:
It is certainly a very complicated issue. Moving on, I think 

another question that we are pretty interested in is how you 
anticipate this new AI regulation to impact the business cli-
mate, particularly outside of the European Union.

Jérôme Philippe:
Well, first, there will be bad surprises for a number of 

actors—I’m not speaking about the big players. The big players 
are  already involved in the discussions, and they will be ready 
for sure. But if you are a smaller player such as a new tech, it will 
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be much more difficult and costly to comply. I will take again 
my former example Mistral, the young French startup creat-
ing new AI products. How are they going to implement such 
a tough regulation, I don’t know, and I think this is an open 
question. Generally speaking, what we call the French Tech, i.e. 
the set of innovating tech start-ups, has spoken negatively on 
the AI Act, which they see as creating a risk that AI research and 
development work goes to other parts of the world.  

But even abroad, as soon as your AI is supposed to interact 
with European citizens, a first obligation will be to appoint a 
representative in the EU if you don’t already have one. And 
then, you start piling up obligations, especially if you provide 
a high risk AI. That is going to make development more costly 
from the outset. What  we should hope  is that it’ll not create 
too many barriers to entry with products that you cannot sell 
simply because you need more money to both develop your 
product and comply with all this and that again. 

This is the first and foremost question – is it going to make 
it too difficult to develop AI, and thus  hinder innovation, or 
not? Is it going to  concentrate innovation on the big players 
that are already established? 

The French Competition authority (the FCA) has rendered 
an opinion on the AI sector a few weeks ago, in which it expresses 
concerns about the risk of major digital players engaging in 
strategies to consolidate their market power upstream of the 
generative AI value chain and to extend any market power into 
existing and new downstream markets. In particular, the FCA 
identifies several risks of abuse, many of which relate to access 
to key inputs (such as computer/chips, data, talent and capital) 
as potential high barriers to entry. In light of these concerns, 
the FCA has put forth a series of recommendations aimed at 
fostering competitive dynamics within the sector. These include 
ensuring that the implementation of the AI Act does not slow 
down the emergence or expansion of smaller operators, and 
that the largest players do not divert the AI Act to consolidate 
their market power, though a so-called AI Act “washing”, nota-
bly through the AI Act exemption applicable to open general 
purpose AI models. 

When you look at the communication by the French 
competition authority at the time of the launch of that sector 
investigation, its Chairman said in substance, if I may sum up, 
we are doing that because we don’t want AI to be monopolized 
by a handful of already established US players. This is the role 
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of a competition authority obviously to ensure that access to 
the market is maintained, including for newcomers, but the 
question is whether such a complex regulation on an emerging 
industry is really the right way to do so. 

Additionally, one should always be careful when putting in 
place such extraterritorial regulation  because other countries 
may respond as well. To some extent it works like protection-
ism. You are happy for some time when you’re the first one 
to move, but you are less happy when others replicate. Here, 
I hope this is not going to trigger similar extraterritorial laws 
in other regions but I fear it will, as this would or will result in 
piles of competing legislations applying altogether and making 
innovation even more difficult. 

This is an issue of such a complex and extensive regulatory 
approach at an early stage of the industry. I’m a bit afraid, I 
must say, and our clients are a bit afraid, that it may well make 
business more difficult, and at some point, it may slow or hin-
der innovation. 

Sean Uribe:
Right. Well, fingers crossed those risks don’t materialize. 

We may have touched on this slightly, but can you speak a little 
more about what you think boards need to be doing right now 
in order to ensure that their compliance programs take into 
account these advances?

Jérôme Philippe:
All these issues are more and more subjects for  Boards of 

directors, as they are really structuring ones. 
It makes me think of cyber risk. Ten years ago, cyber was 

not a Board  level subject. Now it is definitely a Board subject 
because the risk you face is an existential one. It is the same here, 
in terms of compliance first, but also in terms of reputation. 
Reputation and trust are important in the AI world, because AI 
is at the same time exciting and worrying. If tomorrow you get a 
name and shame decision saying you did something wrong and 
that your company is not compliant with the regulation, this 
may have a cost much higher than the fine, which by the way 
may already be high. 

So compliance will have a high cost for sure, but non- 
compliance is likely to have an even higher one. That makes it a 
matter for the Board. This is not only a subject for the regulatory 
department, or for the public relations one, or for legal. This 
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is a real subject that needs to go up to the Board of Directors 
and involve the whole company. It is a cultural matter. There is 
a need to develop and maintain a culture of compliance, and 
AI will be part of it. 

Thus I think the Boards should anticipate the AI Act as 
much as possible. Now that it is adopted, implementation will be 
progressive for a long period of time. This gives time to antici-
pate and start preparing for it. That work should start right now 
if it hasn’t started yet, as implementation will take time. As an 
example, it is not limited to internal measures, but it will induce 
changes in contracts with partners, clients, suppliers, etc… All 
this need to be anticipated and negotiated in advance. 

In practice, the Board should appoint an AI Act coordina-
tor, who will be specifically in charge of ensuring compliance, 
will interact will all the departments that are concerned, will 
have authority to make the compliance plan progress, and will 
report directly to the Board. 

I would say those persons who will be appointed should be 
at the right level in the company in order to make sure compli-
ance is warranted in the end, so you’d want someone sufficiently 
senior in the organization to be able to shape the way the orga-
nization will work, because that will have an impact on how the 
whole organization will work. There will be internal reluctance 
of course, as compliance with the new act will change ways of 
working and will add constraints That should be organized with 
clear Board level indications, on the basis of a strategy endorsed 
by the Board. 

Indeed, it will be essential for an AI to be compliant. For all 
the high risk AIs, you will have a “CE” marking on the product. 
Technically I don’t know how you mark “CE” on an AI, but joke 
apart, that will be obviously key for commercialization, and also 
embedded in other products in Europe. 

In particular, if that “CE” marking is removed, it will mean 
big issues for the product because it will immediately be barred 
from the European territory. If it’s embedded in third parties’ 
products,  then you face even bigger legal issues with your cli-
ents, with potentially high levels of liability. Needless to say, 
contracts will need to address that issue very cautiously. 

You just have to look at the issues that a company like Boe-
ing is facing at the moment, not in relation to AI though. Just 
imagine your AI is marked on 10 million cars in Europe in view 
of ensuring their safety, and from one day to other, it has to 
be removed what would be the consequences of that ? There 
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is no doubt such issues can become  enormous and vital for 
a company.  So, it’s a clearly very important subject. Boards 
should really as soon as possible organize themselves to be able 
to implement that and reduce risk. 

Regarding companies that will embed third parties AI in 
their products, such as car makers for examples, AI due dili-
gence will be a major subject for safety and quality. When you 
look at it from a supply chain perspective, it is actually very 
close to cyber issues. You need to make sure your providers will 
be compliant and you need to develop you own due diligence 
ability. At some point you may need to be able to  audit what 
you are going to embark. Either you can do this yourself, but 
this means developing the ability, or you need to select trusted 
third parties to do so. 

To this extent, it is a sort of “know your supplier” approach, 
as  you could be the first victim of a non-compliance of your 
supplier. In itself, this may make entry on the AI markets much 
more difficult, as you will need to be able to prove strong 
track-records and comfort to your clients about compliance. 

And at the end of the day, it may be that the biggest bar-
rier to entry in that industry is how to obtain the trust of your 
clients. You need to have track records, you need to have a lot 
of  accountability, transparency, and that means it’s something 
difficult when you are a new company. There will be a barrier 
to entry here. 

This is where I come back to my first point on regulation. Is 
it too early? Is it good here to be ahead of the curve, or  could 
it create a bad situation because, even if there are legitimate 
reasons for regulating, it comes too soon and you face issues of 
bias against entry and bias against development. 

Finally, we should anticipate complex business relation-
ships and complex liability issues. For example, take a car 
manufacturer – say it decides that it will integrate some AI 
into its product, which by the way is or will be a strong market 
constraint. It may also buy components which themselves may 
have AI in them. As an example, the radars that certain cars 
use which are used to safeguard against accidents, these might 
include AI and are not usually components which are devel-
oped by car manufacturers themselves. You will have AI that 
will reconstitute the environment using data coming from all 
the (sometimes AI-powered) sensors. And you may have central 
AI that will manage the vehicle. So, you have several layers of 
AI products: some developed by the car manufacturer, some 
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procured from third parties for specific tasks, and some already 
embedded in components that are separately procured. This 
means  multiple stages of AI incorporation in the product, and 
communication buses between them. And  when you are the 
car maker, you are at the end of the chain. The point is, you 
need to get visibility not only into your direct suppliers, but 
sometimes the suppliers of your suppliers. This is something 
difficult because when that visibility includes how that AI was 
trained, which kind of data it trained on, et cetera, that makes 
it exceedingly difficult. And this will be key not only for compli-
ance, but also for the proper functioning of the vehicle and for 
the determination of liabilities in case of technical issue.

Andrew Lin:
So, Jérôme, could we dive in a little bit more on the dif-

ferent layers and the lack of visibility. Let’s say you are a plane 
maker, and you’re using all these AI technologies. Assume the 
AI uses data that violates the AI Act but improves safety by ten 
times. So, here, you have a tradeoff. Do you think in these con-
texts where the benefits the AI brings are substantial that there 
will be exceptions to these rules? Where do you think it’ll be a 
per se rule? If you don’t meet the guidelines, you’re out of the 
game? 

Jérôme Philippe:
In theory you don’t have such a balance in the regulation. 

The concept of balance between pros and cons is not in itself 
visible in the regulation. Thus the short answer should be,  if 
it’s not compliant, it cannot be used. If it’s on a plane as in your 
example, it means the plane using that cannot take an EU pas-
senger on board or fly into the EU. 

Now I’m an optimistic person and I strongly believe regu-
lators feel a strong duty to protect the people. Thus I tend to 
think they would agree in principle to work out a legal solution, 
though within the limitations set out by the AI Act, which they 
will not be able to move or to evade. 

In practice, in such case, you would first need to  assess 
your own risk. You have a self-assessment to make in the form 
of  an impact assessment. Once done, you would have to engage 
with the regulator and share it with the regulator. That impact 
assessment is typically the place where you would create your-
self the  latitude to make the pros and cons balance. What will 
my AI bring in terms of added security and what are the reason 
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why it may create risks? There may be some risks I can control 
to some extent, and then I should take steps to control those 
risks. There might also be risks which I’m not able to control, 
at least not now. Based on this, a discussion will take place with 
the regulator, hopefully ending with the possibility to deploy 
the product while taking all possible steps to ensure its safety. 
This way, the system would be deemed compliant.

Take as another example the data privacy impact assess-
ments in the GDPR field. The notion there is that it is a 
self-assessed impact assessment, and this is something that 
works well in the GDPR context. Essentially, this boils down to 
making sure you are asking yourself the right kind of questions. 
What are the benefits, what are the risks? How do I control the 
risks? Can I remove all the risks or can I mitigate them? Are 
there other risks I cannot control? Why can’t I control those 
risks? All of this is part of your assessment. If the assessment 
is  properly done, then when it’s reviewed by an authority, you 
have a possibility to  reach a consensus and have it approved by 
the authority. 

Apart from the risk control itself, there are other com-
ponents of compliance: you need transparency, you need 
traceability of training data, etc.… Those are mainly processual 
and will be seen as obligations of means for compliance. 

Therefore you distinguish two parts for compliance: a 
processual part that will not be subject to negotiation, and a 
substantive part where an impact assessment will be the tool  
for a discussion with the regulator.

As you can see, there is still a lot to build and limited time 
to do so. This is why compliance work should start now with 
strong Board involvement and support. On the regulators’ side, 
once they are appointed by the Member States, there will be a 
huge amount of work to get to a level of in depth understand-
ing of that regulation that will enable them to apply it rightly 
while still finding the degrees of flexibility that will be neces-
sary to adapt to an evolving and still nascent industry without 
impeding innovation.
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Daniel Venetucci: 
In a very broad sense, what are some of the considerations 

you have been looking at from the antitrust perspective, espe-
cially in the most recent AI regulations that have come out?

Nick Wolfe:
First, I would place it in context and note that over the 

last decade, there has been a change to a harder enforcement 
environment. Particularly in the area of merger control, where 
there has been both legislative change and more assertive 
enforcement.

There were many transactions over the years involving the 
high-tech industry that were largely not captured by the merger 
control thresholds at the time. An exception was the UK, where 
the Competition and Markets Authority (CMA) has always had 
scope to assert jurisdiction under UK legislation even if the par-
ties had little revenue in the UK. It really started to flex that 
capability in the late 2010s. With Brexit, that held particular 
importance because the CMA also acquired the vires to review 
deals which had fell to the European Commission to review on 
the UK’s behalf when the UK was an EU Member State. Before 
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then, most regulators weren’t really looking into these deals or 
if they did, they did not object to them or they got comfortable 
with them based on market feedback and remedies or commit-
ments offered by the parties. I’m sure you’ve heard people refer 
to Facebook-Instagram or Facebook-WhatsApp as examples of 
mergers that did not elicit much regulatory interest at the time, 
but which regulators have since said they should have reviewed 
more carefully. 

Greater regulatory monitoring has subsequently come 
about in all sorts of ways. Here in Europe, the European Com-
mission has tried to make greater use of Article 22 of the EU 
Merger Regulation. This was originally conceived of in 1989, 
when the EU Merger Regulation was introduced. Not all mem-
bers of the EU had their own merger control framework, and 
Article 22 was there to allow Member States to refer deals to the 
European Commission for review. The idea was to address sit-
uations where a Member State wasn’t able to review something 
by itself because it lacked the relevant local legal basis, and at 
the same time the transaction didn’t meet the technical finan-
cial thresholds to be subject to review at the EU level. 

But Article 22 withered on the vine because most Member 
States did develop their own domestic regimes. The Commis-
sion controversially pressed it into service again in recent years 
as a route to review these deals where the parties didn’t meet 
the EU level thresholds for review.1 

Separately, the European Commission has ramped up 
enforcement, particularly of what they view as large tech plat-
forms. And so has the CMA in the UK – I worked on a case, 
PayPal-Zettle in 2018, which the CMA reviewed (and cleared), 
even though the target had very small revenues in the UK. Over 
the last five or six years, you’ve seen an enforcement environ-
ment where the regulators have said, “we need to scrutinize 
more closely large tech companies, and we’re going to make 
sure that we can get the jurisdiction to do that, or we will assert 
our jurisdiction if we weren’t really doing so before.” As I men-
tioned earlier, Brexit had an effect here, because the CMA 
became an additional significant regulator with the flexibility 

	 1.	 In September of this year, however, the European Court of Justice in 
the Ilumina/Grail case held that the EC cannot review a transaction if the 
member state making the referral request has national merger control rules 
but its national thresholds are not met. Joined Cases C-611 & C-625/22 P, 
Ilumina v. Comm’n, ECLI:EU:C:2024:677.
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to review deals, even ones that involved companies with very 
modest turnovers.

Looking now at AI, the thing that’s really prompted a lot 
of regulatory activity in the last six months is generative AI. 
Because clearly AI has been with us for a while, and it’s really 
this ability to generate novel content and provide it via an acces-
sible and user-friendly interface that has excited people, led to 
rapid adoption and generated a lot of regulatory scrutiny as 
a result. The European Commission has sought information 
from companies who have foundation models or use those 
models to enhance an existing product. 

So, the Commission – and also the CMA in the UK over 
the past year – has already been approaching many compa-
nies to ask them: what agreements do you have in place with 
foundation model providers? What are you thinking to do with 
generative AI? How is that going to feed into the products and 
services you offer? What are your ambitions for using generative 
AI or AI more generally? What are your concerns? These ques-
tions relate to the various issues the regulators are looking into, 
in particular things like whether certain inputs are critical and 
who controls access to them, what roles do new versus estab-
lished players play and will existing positions be reinforced, and 
will there be choice, transparency and accountability that will 
reinforce the competitive process.

The regulators are at a fact-finding stage at this point, seek-
ing to figure out what the landscape looks like. Of course, the 
ability to fact find is a valuable part of their toolkit.  

Moving away from fact finding, another item in the EU’s 
regulatory toolkit is Regulation 1/2003 Article 8(1). This 
enables the Commission to apply “interim measures”. If the 
Commission has evidence of a prima facie case of a competition 
law infringement that will cause irreparable damage – for exam-
ple, the Commission alleges that there has been an abuse and 
a market is about to tip, and as a consequence others will strug-
gle to compete – the Commission has this Article 8(1) interim 
measures ability to approach a company and say they’re impos-
ing interim measures. The Commission must open proceedings 
under Article 2 Regulation 773/2004 and send what is called 
a statement of objections (“SO”) to the prospective addressee 
of the interim measures, and grant access to the Commission’s 
case file. The recipient of the SO has a right to be heard in an 
oral hearing and reply in writing. The views of third parties who 
show sufficient interest to be heard should also be considered.  
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The Commission made use of interim measures in the 
Broadcom case in 2019. Broadcom produced chips for tele-
vision set top boxes. The Commission investigated exclusivity 
provisions in Broadcom’s contracts. The Commission also used 
interim measures more recently in Illumina-Grail, because Illu-
mina and Grail closed their merger without having received 
merger clearance from the European Commission. The Com-
mission doesn’t use interim measures very often, but I mention 
it as an example of something that is definitely at its disposal as 
an enforcement tool.

Another significant development came in February and 
March of this year. We’ve seen the Digital Services Act and the 
Digital Markets Act come into force. I worked as a financial 
services regulator before I became a lawyer, back in the 2000s. 
We’re very familiar with a world where large systemic banks are 
supervised closely by regulators who every day get reports from 
these banks or large insurance firms. And they talk to these 
banks and insurers about their capital position and whether 
they’re at risk of a run or somehow not being able to do what 
their policyholders or their customers expect. 

What we’ve seen with the Digital Services Act (DSA) and 
Digital Markets Act (DMA) in Europe is a world where the 
European Commission is moving to close supervision of what 
it deems to be systemically important platforms, referred to as 
“gatekeepers” under the legislation. The Commission identi-
fied six companies. If you’re a gatekeeper, you’re now subject to 
a degree of supervision and also reporting obligations – having 
to send compliance reports to the Commission.

The DMA and DSA oblige those subject to  them to give 
the Commission information on a regular basis, such as annual 
reports on compliance with conduct obligations relating to 
things such as use of end user data and terms and conditions 
imposed on business users, and for DMA gatekeepers an inde-
pendently audited description of changes made to their core 
platform services that could affect things such as interoperabil-
ity. All of this can help the Commission understand what they 
are doing including in the AI space.

They also have to notify the Commission of M&A in the 
digital sector, including acquisitions that may give access to new 
sources of data. This may not ultimately lead to a formal anti-
trust filing, but the Commission gets a  view of the activity that 
these companies are engaged in, in the M&A space as well as 
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their day-to-day ongoing business, and may require a filing for 
example pursuant to Article 22 of the EUMR.

There’s also the Digital Services Act, which is not really so 
competition focused. It’s more about protecting end users – 
making sure that harmful content is regulated. That applies to 
significant platforms or search engines, and there are seven-
teen large platforms that are covered by it. So, that casts the net 
more widely and is another way in which the Commission can 
gather information. In particular, companies must prepare risk 
mitigation strategies for their platforms.

You mentioned the AI Act, and that hasn’t entered into 
force yet. It’s still to go through the legislative process, but the 
Commission is trying to encourage people to already voluntarily 
comply with it through the “AI Pact” initiative. The AI Act, as I 
understand it, is really speaking to the big picture concerns that 
are talked about in the news – such as “is AI going to take over”, 
this kind of concern that one sees being expressed. The Com-
mission has said that the goal is to  support the development of 
trustworthy AI, to ensure that AI systems respect fundamental 
rights, safety, and ethical principles.

So, overall, I think the Commission is pretty well equipped 
to regulate and potentially enforce to address its concerns. But 
I will also say – to make an obvious point of course – that this 
is clearly an area where there’s a lot of uncertainty and nobody 
has a crystal ball as to how things will unfold.

Generative AI is a new and dynamic kind of space, and 
when you have that kind of uncertainty – well, even when you 
don’t have uncertainty – it’s difficult for a regulator to reach 
the perfect biting point for its regulation and figure out that 
this is exactly how it should regulate something. A regulator 
wants to avoid under regulating; wants to avoid over regulating; 
wants to get it just right. Even in normal circumstances when 
dealing with very familiar territory, it’s difficult for a regulator 
to do that, I think. With generative AI, it’s uncertain territory. 
It’s new, and people are still figuring out what it can do, so it’s 
very hard for regulators to get it right and to pitch regulation at 
just the right point.

That’s why they’re doing all this fact gathering that I men-
tioned; that’s why they’re sending out information requests. That’s 
why they are issuing reports, such as reports the CMA issued in 
September last year and April this year. They’re doing all of that 
to inform themselves and then make sense of the situation.
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Daniel Venetucci:
You’ve mentioned all these different tools that regu-

lators have to help regulate AI. I’m wondering if you have 
any sense for how the regulators themselves are utilizing 
AI to perhaps aid in their enforcements, or simply monitor  
companies.

Nick Wolfe:
I have fairly limited insight into that. What I will say is they 

have ramped up their capabilities in the area of forensic sci-
ence and document review. I guess that’s particularly pertinent 
in a world where companies generate very large numbers of 
documents, and nobody can humanely go through those. So, 
the use of technology to bring that to a more manageable state 
of affairs is obviously very useful, and it is clear that the regula-
tors have invested in this area.

The European Commission has in the past used patent ana-
lytics software in order to assess innovation in an industry and 
take a view on the impact of a proposed merger on innovation, 
based on patent analysis. 

When Brexit happened, the CMA talked about the 
resources it was spending to prepare itself for an increased 
work-load. That ranged from hiring fifty more people, to beef-
ing up the technology used by its forensics unit. The EC has 
also spoken of its use of algorithms to detect where markets 
may be performing sub-optimally and to investigate whether 
this may be the result of anticompetitive practices. Recently, 
the European Ombudsman, which holds the Commission and 
other EU institutions to account, has written to the Commis-
sion to ask how it decides on and uses artificial intelligence 
(AI) in its decision making. It has specifically asked about the 
automation of tasks, decision making concerning the use of 
AI, transparency of how the Commission takes decisions on AI 
use, and accountability. 

Daniel Venetucci:
I want to turn now to more of the business side and per-

spective. Maybe just in a broad sense, what are some issues that 
clients or businesses in general are thinking about in terms of 
AI? For example, implementing that into their own business 
and potential pitfalls such as driving anti-competitive behavior 
with the AI.
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Nick Wolfe:
A number are looking at how they can use foundation 

models to enhance existing products or services. And I would 
say in terms of pitfalls, businesses are very conscious that this 
is a hot topic for regulators. Even if they haven’t been a recipi-
ent of an information request themselves, they’re aware of the 
high degree of regulatory interest. So, I think they look to us 
for guidance on what may or may not be acceptable from a 
compliance perspective, what good practice looks like and how 
to approach compliance so that you are doing the best you can 
from a regulatory compliance standpoint. 

Arguably, AI doesn’t really change what the concerns 
might be from an antitrust perspective. Things like foreclo-
sure provide a framework for regulatory analysis – if you take 
for example a particularly powerful foundation model and 
someone is also active in providing services downstream that 
interface with users. The question becomes “What might be 
the concern if we have a foundation model, and we also have 
products downstream? What might the concerns be from a reg-
ulatory perspective?”

So, one can think about the risk of a regulator investigat-
ing potential foreclosure of others who might want to use your 
foundation model, and questions that may be raised about 
the contracts you have with customers who use your founda-
tion model (and whether you have overly restrictive clauses 
in them). More broadly, I think people are aware that if you 
really boil it down to what the regulators are concerned about, 
they’re concerned about contestability.

If you are active in AI, you may be on the receiving end of a 
lot of attention from the Commission because the Commission 
is asking itself questions about the position that those develop-
ing foundation models might occupy in future years. I think the 
CMA said that in an ideal world, we’d probably have multiple 
foundation models that compete. There are a lot of founda-
tion models out there, and the regulatory query is whether and 
when they will consolidate.

In Europe, there is a consciousness that we don’t really have 
an equivalent of Silicon Valley, and that some European start-
ups have been acquired by US companies. There’s an awareness 
of that amongst regulators, and they’re considering whether 
there’s a way to perhaps prevent that from happening in the AI 
space. And that explains, for example, the fact that the Com-
mission publicly said that it was interested in partnerships in 
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the AI space, including where an existing tech company enters 
into a partnership with a newer / startup company.

With the DMA really coming into force earlier this year, 
we’ve seen a reaction and it has been in the news, for example, 
that some companies have made changes to terms or product 
offerings. So, in case of doubt businesses will look to take advice 
on whether there are likely to be antitrust or other regulatory 
issues with their business proposals. The CMA has identified 
as potential concerns things such as control of critical inputs,  
bundling potentially distorting consumer choice, and partner-
ships or investments reinforcing market positions.

Daniel Venetucci:
I wanted to follow up on something you said earlier. You 

mentioned some ways that it’s very easy to apply traditional 
antitrust principles and analysis to AI. I was wondering if you 
perhaps thought there was any way in which AI is new and anti-
trust may have to adjust and adapt to this new kind of industry 
that’s popping up now.

Nick Wolfe:
What I would say to that is that in recent years, the concept 

of ecosystems has been at the forefront of regulatory analysis 
in a number of cases. People debate how you define an eco-
system, but an ecosystem boils down to having some allegedly 
very important assets or dominant product or service. I would 
emphasize potentially – it’s for the regulator to determine. But 
being perceived to have that and then having other services 
that are within the hinterland of the allegedly very important or 
very successful product or service. What I’ve seen in cases I’ve 
worked on in recent years is that regulators haven’t just reached 
for traditional foreclosure theories or horizontal concerns, but 
they’ve also tested ecosystem theories. 

In the AI space one could imagine a regulator pursuing 
an ecosystem theory of harm, alleging that a strong foundation 
model could advantage other areas of a business.

There is also potential for regulatory concerns about walled 
gardens. The DMA seeks to address such a concern by requir-
ing portability of data and so on.

The so-called ecosystem theory of harm has been on the 
agenda for a few years now. It’s been applied in merger cases by 
the CMA in the UK, by the European Commission in Brussels, 
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and I think by the DOJ and the FTC. And it seems very likely 
that regulators could apply it in respect of AI.

Daniel Venetucci:
Does anyone else have a question they’d like to ask before 

we start to wrap up?

Scott Patterson:
I can ask a question in relation to that topic. If clients are 

concerned about foreclosure, are they also concerned about 
having to export or send out their data in order to help train 
other AI models based on the regulations?

Nick Wolfe:
I’ve not been on the receiving end of a request about 

something related to this, but it is clear that there are questions 
about the use of data in training foundation models. Note that 
the DMA also has obligations on data portability for business 
and end users, as does certain provisions of the GDPR. 

Scott Patterson:
Is portability similar to making it available to everyone?

Nick Wolfe:
So, with foundation models there are both open and closed 

models. There’s a lot of regulatory scrutiny and regulators are 
asking questions about both. Regulators surely understand that 
closed models have a lot of benefits. With the closed models, 
part of the incentive of those who develop them is surely to 
earn a return on the engagement and investment that they are 
making. Regulators may seek to set some parameters around 
how data is used. There are also consumer welfare concerns 
about data, so I can see that from a non-competition perspec-
tive that there will be scrutiny of this. The Digital Services Act in 
the EU is something that may be useful in tackling that, because 
that’s also about regulating potentially harmful content and 
also enabling users to understand what their data is being used 
towards.

Daniel Venetucci:
I wanted to start to wrap things up. Europe has been one of 

the first major movers on this, and specifically in the antitrust 
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space, so many of these companies are large multinational cor-
porations. And I was wondering with Europe being the first to 
move, do you think other countries are going to also move to 
adopt something similar, or maybe something more restrictive? 
How do you see this playing out going into the future?

Nick Wolfe:
I do think it’s inevitable that regulators and other compe-

tition regulators in other parts of the world will look at what’s 
happening in Europe and then think about how to develop 
their own law and their own regime in this space, if they’re not 
already doing something. We’ve seen this happen before with 
the increased scrutiny of platforms. That is an example where 
once it started, other regulators started looking into these cases 
as well. Within Europe, the Commission really started to scru-
tinize large tech deals and so did the Austrian regulator, the 
German regulator, and so on, all essentially looking to exert 
greater scrutiny either at the EU level or a Member State level. 

In my day-to-day work, I think of the major regulators as 
the FTC and the DOJ, and SAMR in China. And then here in 
Europe, you have the European Commission here in Brussels 
and there’s the Competition and Markets Authority in London. 
These are the most active regulators and one expects that what 
they do is picked up by others around the world, and we may 
see other antitrust regulators taking an increased degree of 
interest and governments legislating to provide for new powers 
for authorities throughout the world.

Ultimately AI is fundamentally a global phenomenon, of 
course. The shift in economies over the last 40 years or more 
has been towards transferring bits of information across the 
globe. That was not the lion’s share of economic activity and 
not what the most geographically spread companies were doing 
before. They might have exported raw materials or manufac-
tured goods, and mostly they weren’t transmitting information 
across borders, which can happen very quickly. You know, it 
happens in a second. It would be surprising in such a world if 
you only have a subset of regulators who were really interested 
in key aspects of this economy, including AI, because it’s part of 
this very global, very easily transmitted kind of activity. So, it’s 
incumbent on all of the regulators to ultimately get up to speed 
in this area.
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Andrew Lin:
To orient ourselves with everything that’s going on, could 

you begin by talking about what was happening two or three 
years ago? There has been a lot of legislation coming out of 
Europe. To name just a few, we have seen the Data Act, the Data 
Governance Act, and then the AI Act. There’s a lot going on 
here. What do you think was the precursor to the AI Act? And 
what are some of the concerns the European Commission was 
trying to address with the AI Act? 
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Lauren Cuyvers:
The AI Act was proposed April 21, 2021, by the European 

Commission. The EU has always been a more regulation-heavy 
region and jurisdiction. Looking at all of the different technol-
ogies that are coming out, especially AI, the EU was seeing risks 
to values it holds as important, such as democracy and the dem-
ocratic process, the rule of law, and fundamental rights privacy. 
They felt it necessary to issue more regulation to protect those 
values. The AI Act is a cornerstone piece of regulation for that 
purpose.

That said, I don’t know that we necessarily expected for 
them to issue this much regulation. As you mentioned, we have 
the Data Act, the Data Governance Act, and the European 
Health Data Space Regulation Act. Some of the regulations 
have been modeled after the GDPR, and the EU is trying to 
leverage the same Brussels Effect for the laws that the GDPR 
has had. The GDPR has influenced a number of other data pro-
tection laws in other jurisdictions, South America in particular. 
The GDPR is an important cornerstone because of the impor-
tance of data for AI systems—they live and breathe data.

Andrew Lin:
The AI Act itself is quite comprehensive. There’s a lot going 

on, and it tries to anticipate a lot of different use cases with AI, 
generative AI, etc. Do you think that the timing in which the AI 
Act has come out is appropriate? Do you think the law is ahead 
or behind the technology? 

Lauren Cuyvers:
A law that’s trying to regulate technology, like AI, will always 

be behind the technology, because the legislative process, espe-
cially in the EU and perhaps similar to in the US, takes time. 
When the Commission proposal came out in 2021, generative 
AI didn’t really exist. It started with ChatGPT around Novem-
ber, 2022. As a result, the EU modified the Act to take into 
account generative AI.That goes to show how important the AI 
Act is for the EU. The EU also wanted to show the world that 
they are a pioneer in this space and in a prominent position in 
regulating it all. 

However, some commentators say that the AI Act is actually 
going against innovation and that the EU will not be able to 
attract the AI companies that it wants to attract because of the 
heavy regulation. So, it is a bit of a balancing exercise. 
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Generally, I think regulation will always be a bit behind 
technology. But the Commission has been putting in a lot of 
effort to making sure the regulation comes out at the right 
time. The adoption was originally planned for April, but they 
moved it up to March 13, just last week. I think it really shows 
that they wanted to get this out as soon as possible. 

Andrew Lin:
I want to dive deeper on the competition issue. If the 

purpose of the AI Act is in part to make sure there’s enough 
competition, how do you think a startup or smaller company 
without the large legal team will fare given that they might find 
it harder to comply with the regulations? That seems like an 
additional hurdle to competition.

Lauren Cuyvers:
The AI Act cuts both ways. On the one hand, the regula-

tions are trying to incentivize competition by making sure that 
everyone is on a more level playing field in terms of access 
to data because currently the big data pools are with the big 
tech companies. The Digital Markets Act is a good example of 
that. On the other hand, the regulations lead to the inevita-
ble consequence that startups will be a bit disincentivized and 
disadvantaged because they will have to seek legal counsel to 
comply with the new regulations.

Toni Pitesa:
It also depends on what the startup does. If it’s not high 

risk, then the level of regulation companies have to face is lower. 
The regulatory burden is not the same for every company.

Andrew Lin:
The wording in the Act is quite broad, so if you’re using 

personal data, you can be high risk. Anything that touches 
PII or impacts financial wellbeing can be high risk. So how 
do you think about the legislation as it relates to risk and 
risk-levels? 

Lauren Cuyvers:
The PII processing and access to that data will still be reg-

ulated by the GDPR. The AI Act doesn’t directly say that if you 
use PII, it’s automatically high risk. It assesses things more on 
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a use case basis. For example, you could be high risk if you use 
AI in the context of a medical device or to assess someone’s 
credit scores for financial purposes. Another example is that 
if you use AI in employee recruitment, it can affect whether 
someone gets a job or not. So in that context, it may be high 
risk. 

Andrew Lin:
Thinking about the interactions between the GDPR and 

the AI Act, AI runs on data, and data is regulated by the GDPR. 
If someone doesn’t want their data to be used, but that data 
is already being used on the algorithm, how would the AI Act 
address that? Does it consider the technical complexities of 
rolling back data?

Lauren Cuyvers:
What you’re talking about is if an individual were to ask 

for all his or her data to be deleted, or object to the processing 
of their data by AI, how would that trickle down because the 
data is already being used. This is regulated by the GDPR, in 
the form of data subject rights requests. Dealing with data sub-
ject access, data subject deletions, right to be forgotten and all 
those rights in our GDPR and other laws is a struggle for many 
companies.

If the data is fully anonymized, within the meaning of the 
GDPR, it would no longer be subject to the GDPR and there-
fore companies may prefer using fully anonymized data for AI 
processing only.

Andrew Lin:
But even if you anonymize the data to the point where 

individuals cannot be re-identified, if the model has enough 
attributes (as models often have many) such as gender, race, 
occupation, income, neighborhood, you may have enough 
datapoints to still triangulate a specific individual. How is that 
addressed?

Lauren Cuyvers:
The GDPR has a very high threshold for regarding data 

as “anonymized”. If there’s even the slightest possibility that 
someone is re-identifiable based on linking attributes, then it is 
considered identifiable and not anonymized.



2024]	 THE EU’S APPROACH TO ARTIFICIAL INTELLIGENCE REGULATION	 715

The issue is that the GDPR doesn’t define what ano-
nymization is, so it’s largely being interpreted by courts and 
regulators. We, lawyers, have to look at all of the guidance and 
core decisions to advise and argue what is considered fully ano-
nymized because it’s not very clear at the moment. 

Andrew Lin:
Shifting gears, let us turn to the effects of AI in shaping the 

competitive dynamics. What roles do you see the different AI 
and especially generative AI regulations have in driving com-
petitive behaviors? 

Toni Pitesa:
There’s a lot going on in this field right now—in particu-

lar regarding the interaction between AI, competitive dynamics 
and EU competition law.

Depending on who possesses the technology and how they 
use it, AI can spark pro-competitive effects or anti-competitive 
effects. The AI Act captures the dichotomy of pro-competitive 
effects vs anti-competitive effects quite well. Recitals n. (3) and 
n. (4) explain how AI can contribute to a wide array of eco-
nomic, environmental and societal benefits across industries 
and social activities. But at the same time, depending on the 
application, AI may generate risks and cause harm to public 
interests, like competition. 

In terms of pro-competitive effects, we can look at AI in 
terms of increased competition, transparency in markets, and 
better quality of products. For example, when you are looking 
for flights or hotels, you already have websites relying on AI that 
can give you a hyper-personalized offer showing you the best 
time to book your flight or hotel at the best price. This has a 
significant impact on competitive dynamics and ultimately ben-
efits consumers.

In terms of anticompetitive effects, the malicious use of 
AI technologies can lead to competition distortions and con-
sumer harm. In the EU, we categorize anticompetitive conduct 
through two main provisions: Article 101 of the Treaty on the 
Functioning of the European Union (TFEU) which regulates 
collusive agreements, and Article 102 of the TFEU which regu-
lates abuse of dominant position. 

As regards the application of Article 101 TFEU, one of the 
main issues is so-called “algorithmic collusion”. It is currently 
still more of an academic topic in the EU. So far, we haven’t seen 
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cases concerning algorithmic collusion in the proper sense of 
the term, i.e. algorithms autonomously deciding and implementing 
an anti-competitive agreement. What we have seen however are 
algorithms being used to facilitate anti-competitive conduct. For 
example, in a cartel, brands decide the prices they want to col-
lude on and they can use an AI-powered price tracking tool to 
implement or monitor deviations from the cartel arrangement. 
We already have examples of this type of cases. Already back 
in 2016, the UK Competition Authority imposed fines on two 
online retailers of posters and frames who used an automated 
re-pricing software to implement an agreement not to under-
cut each other’s prices when selling on Amazon.co.uk. Similar 
cases have been pursued by the EU Commission as well.

Proper algorithm collusion is still a dystopic scenario that 
will probably emerge sometime in the future. But this does 
raise some interesting questions: can you actually attribute lia-
bility for what the algorithm is doing to the company that is 
using it? Can you have an anti-competitive agreement, often 
requiring the existence of concurrent wills, between machines? 
For example, if two algorithms adjust prices with no point of 
contact or interaction among themselves, it would be very hard 
to prove the existence of an “agreement” within the meaning 
of EU case law. Because AI acts autonomously, there would be 
only independent price adjustment, which, in principle, would 
not fall within the scope of Article 101 TFEU.

In relation to Article 102 TFEU which regulates abuse of 
dominant position, AI-related infringements could result from 
the control of key AI inputs (e.g., data, computing hardware, 
foundation models) by a handful of powerful (i.e. dominant) 
companies that may decide to, e.g., refuse to supply such input 
to their competitors, or to provide it under discriminatory terms 
or for an excessive price. In the EU, we have not seen thus far 
abuse of dominance cases concerning AI markets (e.g. market 
for foundation models) but we have seen cases in which the 
abuse of dominance was perpetrated in non-AI markets (e.g. 
general internet search) through the use of an AI tool, e.g., a 
ranking algorithm. 

Andrew Lin:
Since AI collects data from a wide variety of sources, could 

taking data be considered communicating with one another? 
Either by the algorithms exchanging data or a third-party 
exchanging data?
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Toni Pitesa:
That’s an interesting question. Under EU competition law, 

an exchange of competitively sensitive information leading to 
parallel market conduct is likely to be unlawful. It’s hard to 
say if this would happen in the context of algorithms, but if 
we suppose that two algorithms, because of the way they are 
programmed, “decide” to exchange competitively sensitive 
information with each other (e.g. prices) and, as a result, they 
end up applying the same prices, that could potentially consti-
tute an infringement of EU competition rules. So, the exchange 
of sensitive data can play an important role.

Andrew Lin:
Here is a hypothetical—suppose an AI algorithm has got-

ten so smart that it observes behaviors, prices, and histories 
from public information you can Google. There is no direct 
exchange or communication, but you could say it’s interacting 
with the public. How do you think that scenario would pan out?

Toni Pitesa:
It’s difficult to answer this question given the novelty of the 

issues brought up by AI. I would say that we would have to go 
back to the traditional framework of application of EU competi-
tion law. The exchange or collection of information is unlawful 
to the extent that this information is competitively sensitive, is 
provided in individualized form and, most importantly, is not 
in the public domain. If the information is genuinely public, it 
is equally accessible to competitors and customers and thus it 
does not normally trigger the application of competition law. 

Andrew Lin:
What if the algorithm makers market the software as a way 

to collude on prices—so there is no contact involved in buying 
the software but the effect of using the software is price conver-
gence while bypassing infringement?

Toni Pitesa:
The present EU Commissioner for Competition, Mar-

grethe Vestager, stated that companies must be held liable for 
the tools they use. If the software is calibrated in a way that leads 
to an infringement of EU competition rules, companies may be 
held liable for the damage caused. But it’s difficult to predict 



718	 NYU JOURNAL OF LAW & BUSINESS	 [Vol. 20:711

how things will unfold in practice because this is a highly tech-
nical area and there are no precedents that we can rely on at 
the moment.

Andrew Lin:
In terms of liability, which is what corporate clients ulti-

mately care about, do you think it would be a per se rule or 
determined case-by-case? For example, if a company did their 
due diligence, but their AI system is still in violation of the AI 
Act, what results? 

Lauren Cuyvers:
One has to distinguish (civil) liability from regulatory 

enforcement. The AI Act as such only regulates regulatory 
enforcement and action  - not civil liability or consumer redress, 
for example (although there currently is an AI Liability Direc-
tive in the making that does harmonize civil redress in relation 
to AI in the EU). The AI Act is not fault-based, meaning that 
if a company did its diligence, but their AI system is still found 
infringing under the AI Act, that is a basis for a regulator to 
take enforcement action under the Act.

One would first have to determine whether the AI system 
one is providing or using falls in scope of the AI Act and then 
whether that AI system is considered an unacceptable, high or 
low  risk AI system. Based on the level of risk the AI system is 
presumed to have, the AI Act prescribes certain requirements. 
If one objectively fails to meet those requirements, then one 
can be faced with regulatory action under the AI Act. Non- 
compliance with the AI Act can expose a company to fines of up 
to 7% of global worldwide turnover.

Andrew Lin:
With all the liabilities and risks that AI can bring, there are 

obviously benefits as well, such as making consumer products 
safer. If AI improves product safety by a meaningful magnitude, 
but is undisputedly in violation of the AI Act, how do you think 
courts would balance between product safety and the violation?

Lauren Cuyvers:
First, one thing to note is that the requirements within 

the AI Act are based on EU product safety legislation. The  
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requirements (for high-risk systems) include monitoring the 
quality of the AI system after it’s been marketed and after it’s 
been placed in the market. You also need conformity assess-
ments and to have a CE marking, so it needs to be checked by 
EU authorities. Then you need to affix the CE marking on the 
AI system. These are all requirements stemming from concepts 
under product safety. 

Second, the AI Act does not undo existing EU Product 
Safety Laws, but instead is actually meant to work in tandem 
with those laws. Given the AI Act is very new, there are no prec-
edents yet on how national EU Member State and EU courts 
would tend to adjudicate this.

Andrew Lin:
From a politics perspective, countries compete for busi-

ness. Are there concerns that other governments might come 
up with similar AI acts that might make it very difficult for com-
panies to comply with everything? Alternatively, do you think 
companies may lobby their governments to come up with their 
own rules? 

Lauren Cuyvers:
Companies that operate worldwide will obviously have to 

comply with different regulations. There are rumors that other 
countries will look to the EU AI Act to develop their own laws. 
It will be difficult for companies to navigate that very complex 
landscape. To ensure a workable solution that is somewhat 
future proof, the approach we try to take is to identify a number 
of core principles in the AI Act (and other laws and regulations 
such as those in the UK, US and APAC), such as transparency, 
human oversight, privacy principles, and cybersecurity that can 
be actioned and incorporated by companies into compliance 
programs. 

We advise clients to stick to the basic core principles and if 
necessary, adjust these principles and their underlying require-
ments in the jurisdictions that they need to.

Andrew Lin:
Thank you, everyone, for the thorough and thoughtful 

responses to an incredibly complex issue. Could you provide 
some parting thoughts? 
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Lauren Cuyvers:
To wrap up, in terms of themes, the main theme is that 

there’s a lot of regulation and more regulation will be issued 
moving forward (not just on AI, but other (related) themes as 
well such as cybersecurity).

Toni Pitesa:
As for the application of EU competition law to AI, it’s 

important to remember that AI, depending on how it is used, 
can give rise to pro-competitive effects or anti-competitive 
effects. The latter will normally stem from anticompetitive 
agreements or abuse of dominance. 

What is also important to remember is that, in the EU, we 
don’t have precedents concerning competition infringement 
in AI markets, like for instance in generative AI or foundation 
models. We have, however, cases concerning more traditional 
industries or digital markets where AI already plays an import-
ant role and where it has been used to facilitate competition law 
infringements. 

Lastly, it must be noted that AI can also be used to detect 
competition infringements. The EU Commission and national 
competition authorities are arming themselves with AI technol-
ogies, such as price monitoring software, capable of detecting 
anticompetitive conduct. 




